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OPTIMAL BUFFER SPACE CONFIGURATION
AND SCHEDULING FOR SINGLE-ARM
MULTI-CLUSTER TOOLS

CLAIM FOR DOMESTIC PRIORITY

This application claims priority under 35 U.S.C. §119 to
the U.S. Provisional Patent Application No. 62/102,108 filed
Jan. 12, 2015, the disclosure of which is incorporated herein
by reference in its entirety.

COPYRIGHT NOTICE

A portion of the disclosure of this patent document con-
tains material, which is subject to copyright protection. The
copyright owner has no objection to the facsimile reproduc-
tion by anyone of the patent document or the patent disclo-
sure, as it appears in the Patent and Trademark Office patent
file or records, but otherwise reserves all copyright rights
whatsoever.

FIELD OF THE INVENTION

The present invention relates to a method for scheduling
single-arm multi-cluster tools with optimal buffer space con-
figuration.

BACKGROUND

The following references are cited in the specification.
Disclosures of these references are incorporated herein by
reference in their entirety.
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Since two decades ago, cluster tools have been increas-
ingly adopted in wafer fabrication for high quality and low
lead time. In general, a cluster tool integrates several process
modules (PMs), a wafer handle robot (R), and one or more
loadlocks (L) for wafer cassette loading/unloading. In oper-
ating a cluster tool, a raw wafer in a loadlock is transported to
PMs one by one in a specific sequence, and finally returns to
the loadlock where it comes from. The robot executes load-
ing, transportation, and unloading operations. It can be a
single or dual-arm one, thus resulting in a single or dual-arm
cluster tool. A multi-cluster tool is composed of multiple
single-cluster tools, as shown in FIG. 1, which are intercon-
nected via buffers with finite capacity for holding incoming
and outgoing wafers.

Extensive studies have been done in modeling, analysis,
scheduling, and performance evaluation for single-cluster
tools [Perkinson et al., 1994 and 1996; Venkatesh et al., 1997;
Zuberek, 2001; Wu et al., 2011 and 2012; and Wu and Zhou,
2010a, 20124, and 2012b]. These studies reveal that a cluster
tool operates in a steady state for most of time. A cluster tool
operates in one of two modes called transport-bound and
process-bound regions. When the wafer processing time
dominates the operations such that the robot has idle time, it
is process-bound, otherwise it is transport-bound if the robot
is always busy. Practically, the robot task time is much shorter
than wafer processing time and can be assumed to be a con-
stant [Kim et al., 2003]. Thus, in practice, a cluster tool is
often process-bound. In a process-bound region, a pull sched-
ule (backward schedule) is optimal for a single-arm cluster
tool [Kim et al., 2003; Lee etal. 2004; Lopez and Wood, 2003;
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4

and Dawande, 2002], and a swap scheduling is optimal for a
dual-arm cluster tool [Venkatesh et al., 1997, and
Drobouchevich et al., 2006]. However, these results are appli-
cable only when there is no strict wafer residency time con-
straint.

Some wafer fabrication processes must meet strict wafer
residency time constraints, thus leading to a complex sched-
uling problem [Kim et al., 2003; and Lee and Park, 2005].
Studies have been done for scheduling dual-arm cluster tools
with wafer residency time constraints in [Kim et al., 2003;
Lee and Park, 2005; and Rostami et al., 2001], and methods
for finding an optimal periodic schedule are presented. To
improve computational efficiency, this problem is further
studied in [Wu et al., 2008a; and Wu and Zhou, 2010a, 2010b,
2012a, and 2012b] for both single-arm and dual-arm cluster
tools. They develop a type of Petri net models by explicitly
describing the robot waiting. Based on these models, an opti-
mal cyclic schedule can be found by simply determining
when and how long the robot should wait such that closed-
form scheduling algorithms are developed to find such a
schedule. Thereafter, one calls such a method a robot waiting
method.

In order to meet complex manufacturing conditions, multi-
cluster tools have been used in industry for more than a
decade. Since the interconnection of single-cluster tools
results in coupling and dependence of the single-cluster tools,
their analysis and scheduling are more complicated than that
of a single-cluster tool [Chan et al., 2011a]. Up to now, there
are only a few research reports on this issue. Based on priority
rules, heuristics for their scheduling are proposed in [Jevtic,
2001, Jevtic and Venkatesh, 2001]. Since it is difficult to
evaluate the performance of a heuristic method, Ding et al.
[2006] develop an integrated event graph and network models
for them. Then, an extended critical path method is presented
to find a periodic schedule. By ignoring the robot moving
time, a decomposition approach is presented for scheduling
them [Yi etal., 2008]. By this approach, they are decomposed
into individual tools and the fundamental period (FP) of each
single-cluster tool is calculated. Then, the FP for the whole
system can be obtained by analyzing the robot operations in
accessing the buffer modules (BMs). With constant robot
moving time, Chan et al. [2011a and 2011b] subsequently
tackle their scheduling problem. They develop a polynomial
algorithm to find an optimal multi-wafer cyclic schedule.

Since robot task time is much shorter than wafer processing
time in practice, a single-cluster tool is mostly process-
bound. Hence, the present invention assumes that the bottle-
neck single-cluster tool in a multi-cluster tool is process-
bound. Such a multi-cluster tool is called a process-dominant
one [Zhu et al., 2013]. For a process-dominant one, the FP of
its bottleneck single-cluster tool must be the lower bound of
cycle time for the entire system. It is well-known that a
one-wafer cyclic schedule is easy to understand, implement,
and control to guarantee uniform product quality [Dawande et
al., 2002; and Drobouchevitch et al., 2006]. Thus, it is highly
desirable to have an optimal one-wafer cyclic schedule for a
multi-cluster tool.

Aiming at finding an optimal one-wafer cyclic schedule,
Zhu et al. [2013] study the scheduling problem of a process-
dominant multi-cluster tool with a linear topology by using
the robot waiting method. Their multi-cluster tool is com-
posed of single-arm cluster tools and single-capacity BMs.
They show that there is always an optimal one-wafer cyclic
schedule for such a multi-cluster tool and efficient algorithms
are developed to find such a schedule. They also present the
conditions under which the lower bound of cycle time can be
reached by a one-wafer cyclic schedule. For the same sys-
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tems, this scheduling problem is further studied in [Yang et
al., 2014]. It is shown that a one-wafer cyclic schedule to
reach the lower bound of cycle time can be always found if all
the BMs have two spaces. These results are very important for
scheduling multi-cluster tools.

By the aforementioned studies, it is known that, with one-
space BMs, the lower bound of cycle time may not be reached
by a one-wafer cyclic schedule, which implies productivity
loss. With two-space BMs, the maximal productivity is
reached. However, cost must be paid for additional spaces.
Thus, an interesting and significant question is how to opti-
mally configure the buffer spaces such that a one-wafer cyclic
schedule is found to reach the maximal productivity. This
motivates us to conduct this study. As done in [Zhu et al.,
2013; and Yanget al., 2014], one studies a single-arm process-
dominant multi-cluster tool with linear topology. A Petri net
(PN) model is developed to describe the dynamic behavior of
the system with one or two spaces in a BM. With this model,
based on the robot waiting method, one derives the conditions
under which a one-wafer cyclic schedule with the lower
bound of cycle time can be found for an individual tool such
that this tool can operate as if it is independent. Then, an
algorithm is presented to find such a schedule and configure
the butfer spaces. This algorithm involves simple calculations
for setting the robot waiting time and is computationally
efficient. Further, the buffer space configuration is optimal in
terms of the number of buffer spaces needed.

There is a need in the art for a method for scheduling
single-arm multi-cluster tools with optimal buffer space con-
figuration.

SUMMARY OF THE INVENTION

An aspect of the present invention is to provide a method
for scheduling single-arm multi-cluster tools with optimal
buffer space configuration.

According to an embodiment of the present claimed inven-
tion, a method for scheduling single-arm multi-cluster tools
with optimal buffer space configuration, comprises: obtain-
ing, by a processor, a wafer processing time, a robot wafer
loading and unloading time, and a robot moving time; calcu-
lating, by a processor, a shortest time for completing a wafer
based on the wafer processing time, the robot wafer loading
and unloading time, and the robot moving time; calculating,
by a processor, a robot cycle time based on the robot wafer
loading and unloading time, and the robot moving time;
determining, by a processor, a fundamental period based on
selecting a maximum value among the shortest time for com-
pleting the wafer and the robot cycling time; determining, by
a processor, a type of cluster tool by: if the fundamental
period is a value of the shortest time for completing the wafer,
the type of cluster tool is process-bound; otherwise the type of
cluster tool is a transport-bound; determining, by a processor,
the multi-cluster tools to be process-bound, or transport-
bound based on the type of cluster tool having a maximum
value of the fundamental period; determining, by a processor,
a lower bound of cycle time based on the maximum value of
the fundamental period; determining, by a processor, an algo-
rithm for scheduling and buffer space configuration based on
a petri net model; and calculating, by a processor, a robot
waiting time based on the algorithm; calculating, by a pro-
cessor, a wafer sojourn time based on the algorithm and the
lower bound of cycle time; determining, by a processor, a
buffer space for buffer module based on the wafer sojourn
time and the robot waiting time; and obtaining, by a proces-
sor, a schedule based on the buffer space for buffer module
and the lower bound of cycle time.
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The present invention studies the scheduling problem of a
single-arm multi-cluster tool with a linear topology and pro-
cess-bound bottleneck individual tool. Its objective is to find
a one-wafer cyclic schedule such that the lower bound of
cycle time is reached by optimally configuring spaces in
buffering modules that link individual cluster tools. A Petri
net model is developed to describe the dynamic behavior of
the system by extending resource-oriented Petri nets such that
a schedule can be parameterized by robots’ waiting time.
Based on this model, conditions are presented under which a
one-wafer cyclic schedule with lower bound of cycle time can
be found. With the derived conditions, an algorithm is pre-
sented to find such a schedule and optimally configure the
buffer spaces. This algorithm requires only simple calcula-
tion to set the robots’ waiting time and configure the buffer
space. [llustrative examples are presented to show the appli-
cation and power of the proposed method.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the present invention are described in
more detail hereinafter with reference to the drawings, in
which:

FIG. 1 shows a multi-cluster tool with a linear topology;

FIG. 2 depicts a PN model for processing Step PS,;

FIG. 3 depicts a PN model for a BM; and

FIG. 4 depicts PN model for tool C,.

DETAILED DESCRIPTION

In the following description, a method for scheduling
single-arm multi-cluster tools with optimal buffer space con-
figuration is set forth as preferred examples. It will be appar-
ent to those skilled in the art that modifications, including
additions and/or substitutions maybe made without departing
from the scope and spirit of the invention. Specific details
may be omitted so as not to obscure the invention; however,
the disclosure is written to enable one skilled in the art to
practice the teachings herein without undue experimentation.

In Section A, a PN model is developed. Based on it, Section
B gives the method for scheduling a single-cluster tool by
setting robot waiting time. Section C derives the conditions
under which a one-wafer cyclic schedule with the lower
bound of cycle time can be obtained for an individual tool.
Then, an efficient algorithm for scheduling a multi-cluster
tool and configuring the buffer spaces is proposed. Examples
are used to show the applications of the proposed method in
Section D.

A. System Modeling

A multi-cluster tool composed of K individual single-clus-
ter tools is called a K-cluster tool. Topologically, a K-cluster
tool can be linear or tree-like. The present invention conducts
the scheduling and bufter space configuration problem for a
linear and process-dominant K-cluster tool composed of
single-arm cluster tools as shown in FIG. 1. Thereafter, a
K-cluster tool means such a multi-cluster tool unless other-
wisespecified. Let N ,={1,2,...,n} and @ ={0}UN ,.The
i-th tool in a K-cluster tool is denoted by C,, iEN ., with C,
and Cg being the head and tail ones. In C,, i€EN ,_,, there is
at least one processing step and, in Cg, there are at least two
processing steps, since otherwise it is not meaningful and can
be removed from a K-cluster tool. For scheduling, the load-
locks and BMs linking the individual tools can be treated as
processing steps with processing time being zero. The BM
linking C, and C,,, is used to deliver wafers from C, to C,, ;.
Thus, this BM is called the outgoing buffer for C, and incom-
ing one for C, ;. Assume that there are totally n[i]+1 steps in
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C,, IEN , including the steps for BMs. In C,, one numbers
the incoming BM as Step 0 and the last step as Step n[i], and
the other steps are numbered in this order. Multiple PMs can
be configured to serve for a step. Since the results obtained in
the present invention can be extended to multi-PM-step case,
it is assumed that there is one PM for each processing step.
However, a step representing a BM can have more than one
space. Thej-thstep,j=Q . in C, is denoted by PS, . The BM
linking C, and C,,; is numbered as Steps b[i] and 0, and
denoted by PS, ,;;,and PS,, o, for C, and C,, ,, respectively.
LetR, be the robot in C,. In this way, the steps in C, are PS,,,
PS5 -+ s PSirpy PSisrigerys - -+ 5 PSigupaps where PS,, and
PS;,pp) represent the incoming and outgoing steps,

respectively. The wafer processing route is: PS,,—
PS; ;= . . . —=PS 4 y(PSy0)—=PS,— . L ePsz(b[z])
(PS;0)— . . . %PS(K (A& - 1])(PSKO)_>PSK1% coe

PS g uzn ™ - SKo(PS(K—l)(b[K—l]))e

PS(K—I)(b[K 11+ %PS3O(P82(Z,[2D)%
20b[21+1) " - _>P820(Psl(b[l]))% < P8y PS s,
For a K-cluster tool studied in the present invention, as

done in [Chan et al., 2011a and 2011b], one assumes that: 1)
all the wafers follow an identical processing sequence as
given above and visit each PM only once; 2) a PM can process
one wafer at a time; 3) the activity time is deterministic and
known; 4) the loading and unloading time of a robot is the
same; and 5) each BM can hold either one or two wafers.

A.1 Modeling Wafer Flow
As an effective tool for modeling concurrent activities,

Petri nets (PN) are widely adopted for modeling manufactur-

ing systems. The present invention extends resource-oriented

PN developed in [Wu, 1999; Wu and Zhou, 2001 and 2010c;

and Wu et al., 2008b] to model a K-cluster tool. The basic

concept of PN can be seen in [ Zhou and Venkatesh, 1998; and

Wu and Zhou, 2009]. It is kind of finite capacity PN defined

as PN=(P, T, 1, O, Q, M, I'), where P={p,, ps, - . . , P} i @

finite set of places; T={t;, t,, . . ., t,} is a finite set of
transitions with PUT=@ and PNT=0; I:PxT—=N=

{0, 1,2, ...} is an input function; O:PxT—N is an output

function; Q:P—{c,,c,,...,c,} and Q:T—{c,,c,,...,c, }is

a color function; M:P—N is a marking representing the

number of tokens in places with M, being the initial marking;

and I:"P—{1,2,3, ...} is a capacity function, where I'(p)

denotes the largest number of tokens that p can hold at a time.

The preset of transition t is the set of all input places

to t, i.e., *t={p:pEP and I(p, t)>0}. Its postset is the set of all

output places from t, i.e., t={p:pEP and O(p, t)>0}. Simi-
larly, p’s preset sp={tET:O(p, t)>0} and postset p=={t=T:1(p,
t)>0}. The transition enabling and firing rules can be found in

[Wu and Zhou, 2009 and 2010c].

The set of all markings reachable from M,, is denoted as
R(M,). A transition in a PN is live if it can fire at least once in
some firing sequence for every marking MER(M,)). A PN is
live if every transition is live. The liveness of a PN can make
sure all events or activities in the model to happen.

A2 PN for K-Cluster Tools
In the operations of a K-cluster tool, there are mainly three

states: initial transient state, steady state, and final transient

one. Although the present invention focuses on finding a

cyclic schedule at the steady state, there is an initial transient

process for a cluster tool to enter a steady state and there is a

final transient process when a cluster tool needs to terminate.

Hence, it is meaningful to develop a model that can describe

the dynamic behavior of all the three states. The key for

scheduling a K-cluster tool is to coordinate the activities of its
multiple robots in accessing BMs. Thus, if each individual
cluster tool and BMs are modeled, the dynamic behavior of'a
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K-cluster tool is well described. Thus, one develops PN mod-
els for a single-cluster tool and BM as follows.

First, one presents the model for PS,;in C, as shown in FIG.
2. Timed place p,, with I'(p, )=1, i€N x, and jEQ ,,,\{0, b[i]}
is used to model the PM for the step. PS, , for the loadlocks in
C, is treated as a step and is modeled by p,, with I'(p,,)=c0,
representing that it can hold and remove all the wafers in
process. With a robot waiting method being used in the
present invention, robot waiting is explicitly modeled. Timed
q,; withI'(q,))=1 is used to model R,’s waiting at step jEQ , .,
for unloading a wafer at SP,. Non-timed z, and d,, with
I'(z;)=T'(d;)=1 model R;’s holding awaferforloadlng 1nt0 Py
and moving to Step j+1 (or step O, if j=n[i]), respectively.
Timed t,; and u,, model R;’s loading and unloading a wafer
into and from p,, respectively. Pictorially, p,’s and g,;’s are

denoted by 0O, z,;’s and d;/’s by O, and transitions by — .

ForaBM linking C, and C,, , place P, ;;, is used to model
the outgoing buffer for C, and p ,, ,,, the incoming buffer for
C,,,. Physically, p; 1, and p;, ;o are for the same BM. One
uses two places to model the BM since it serves for both C,
and C,, ;. One needs to configure a minimal number of spaces
in a BM such that a one-wafer cyclic schedule can be obtained
to reach the lower bound of cycle time. Hence, in modeling a
BM, one assumes that a BM has two spaces, leading to
L0017 T(Pis170)72- When the system is scheduled, for a
BM, if at any time, there is only one token, a space is config-
ured for this BM. However, if for some time, there are two
tokens in a BM, two spaces are configured for this BM. Then,
Pty Gow Ly Yo tepy a0d Uy, are used to
model Step Piwrm for C,, while Pa+1yos 9aa1)05 Zi+1)00 d(i+1)0s
te1yo and Uy, 1y, are used to model Step 0 for C,,, ;. In this way,
the PN model for a BM is obtained as shown in FIG. 3.

In the PN model shown in FIG. 3, ;1) (Pv1y0) has two
output transitions W, and u,,,y,, leading to a conflict.
Notice that when a token enters p;q;, by firing t,,p, it
should enable uy,,,y, while a token enters p,,, by firing
teis1y0, it should enable v, ;). To describe and resolve such a
conflict, colors are introduced into the PN model as follows.

Definition 2.1: Transition t, has a unique color Q(t,)={c,}
and a token in pEet, enabling t, has color {c,} as t, has.

According to Definition 2.1, 1, and u,, ;,, have colors

Cippp A C, 140, TEspectively. When a token enters p, ;) by
firing t;4,;) has color ¢, o, while a token enters Ps1yo by
firing t;;, ;1o has color ¢, (,1,. Then, according to the transition
enabling and firing rules, the PN model is made conflict-free.

With the PN models for steps and BMs, one can present the
PN model for C,, i€N ,_,\{1}, as shown in FIG. 4. Place r,
with I'(r,)=1 models robot R, and denoted by O . A token in
r; indicates that the robot is available. Transition y,, together
with arcs (r,, y,;) and (y,;, q;;) models R,’s moving from Steps
j+2 to j (or from Step 0 if j=n[i]-1, or from Step 1 if j=n[i])
without holding a wafer. Transmon x,, together with arcs (d;,

x,) and (xl], 4+1) models R.’s movmg from Steps j to j+1 (or
to Step 0 if j=n[i]) and (x;, Zl]+1) is replaced by (%, 7,,)) with
a wafer held. In this way, the PN model for C,, i€N . \{1},
is obtained as shown in FIG. 4. Since the loadlocks denoted
by SP,, in C, are the incoming buffer but not shared with any
other individual tool, replacing the PN model for the incom-
ing buffer in FI1G. 4 by the model for SP, ;, one can obtain the
PN model for C,. Similarly, replacing the PN model for the
outgoing buffer in FIG. 4 by the model for SP,., one has the
PN model for Cy..

With the structure of the PN model built, one can set initial
marking M,. By assumption that there are always wafers to be
processed and the loadlocks can hold all wafers in processing,
one sets My(p, o)=n. Since the K-cluster tool addressed here is
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process-dominant, or its bottleneck cluster tool is process-
bound, at the steady state, if there is a wafer in processing at
every processing step, the maximum productivity is achieved.
Thus, for C,, one sets My(p, )=1, J€Q 1,10, b[i], b[i]-1};

10

immediately by R, in C, and a token is moved to p,;. R;, i€
N M1, 2}, acts similarly. The transition firing process for the
individual tools can be described as follows. For C,, the

transition  firing sequence is  { tuupYienin

M,(p, =0, JE{b[1], b[l]—l.}; My(z,)=0, j€Q n[l.]\{b[l]}; 5 il(lﬂ]{z):;l(b[l]i):tl(b[i_;)% Ly %ylo:ulo%
M(z1 )13 Mofd,)=0, JEQ 55 Mo(d,)=0, JEQ s 310 1 T T Xion ™o iony
. . : La[1]-1 1 L(n[1 - Yieny " Menp ™
and M,(r,)=0. By this setting, R, is at Step b[1] ready for X (et} —)>t . ¢ []—)>u x( phmLenD
loading a wafer into SP, . For C,, 2=i=K, one sets 1(1"[1; lf(b[l]“) Y- 1) Mb[l] D e en
. 1@I1D - ’ . again. or zs =1\ } U, %Xio%til%yz'(n[i])_>
Mo(pij):l, iEN {1} andjeQ n[i]\{O, 1,b[i]}; My(p,)0,iE U000 —y e
. d 10 Al Rili]) iGli-1 " Yitn[i]-1) i(nli]-1)
N, M1} and jE{0, 1, b[i]}; Mo@xo)Mox1)=0; o™ Yo Wer S Xiemm T henen
o(Z )= Mo(d )=0, IEN M1} and jEQ nli]? O(qy) =0, i€ Yiwu-0"Yiem-1 " X0 Lo ™ - Vi
{l} and JEN n[l]\{O} My(q,0)=1, IEN K\{l} and U, again) ; an OI' K> Uz %XKo%tm%yK(n[K])
O(r) =0, iIEN \{1}. By this setting, R, in C, is at Step 0 for Uty K geps ™ QYK(M[K] DGk )
unloading a wafer from SP,,. XK1 .tK(n[K]) - Yxo—Ugo again} . In this pro-
According to the transition enabling and firing rules, tran- 15 cess, each timeafter t;, ;). IEN £_,, fires, u(z+1flo can fire, and
sition t, is enabled if there is a token with color c, in ot,  fer teuyo fires. u, e can fire. In this way, the system can
(process-enabled) and there is at least a free space in t,* keep working. Th ey is how.to coordinate the firing of
(resource-enabled). According to the rules, for C, at M,, Liopy, Uarnyos fgnyor a0 Uy, IE.N.K-l' .
assume that transition firing sequence { v, —»u,—X,} is . A K-cluster Fool may start from its idle state at which there
g . 20 is no wafer being processed. This state can be modeled by
performed such that a token. enters Ziz'.AF this state, {5 is the using virtual tokens denoted by V.. Assume that, at M,,, every
only prgcess-enabled transition, but it is not resource-en- token in the PN model is a virtual token V,,. Then, the PN
abled, since MO(pi2):r(pi2):l' In other words, the system 1s model evolves according to the transition enabling and firing
deadlocked. To make it deadlock-free, a control policy is  pyleg such that whenever u, , fires, a token representing a real
introduced into the model such that the model becomes a ,5 wafer is delivered into the system. In this way, when all V,,
controlled PN [Wu, 1999]. For a controlled PN, a process and tokens are removed from the model, the initial transient pro-
resource-enabled transition can fire only it is also control- cess ends and a steady state is reached. This implies that, by
enabled. Based on [Wu etal., 2008a], for the above developed  doing so, the PN model describes not only the steady state but
PN, all y,’s are controlled and the control policy is defined as also the idle state and initial transient process. Similarly, it can
follows. 30 also describe the final transient process.
Definition 2.2: At marklng M, transition y,, iI€N , jE A3 Modeling Activity Time
Q. Mnlil, bli]-1}, is said to be control enabled if To describe the temporal properties of a K-cluster tool’s
M(P,;41,)70; ¥:6up70 IEN g, 1s said to be control-enabled if t,; PN model, time is associated with both places and transitions.
has just been fired; ;117 IEN x_;, 15 said to be control- When time T is associated with transition t, t’s firing should
enabled if t,(,;, 1, has just been fired. 35 last for T time units; while it is associated with place p, a token
It follows from [ Wu et al., 2008a] that, by the control policy should stay in p for at least C time units before it can enable its
given in Definition 2.2, a single-arm cluster tool is deadlock- output transition. As pointed out by Kim et al., [2003], the
free. It is easy to verity that the PN model for a K-cluster tool time taken for R, to load/unload a wafer into/from a PM,
is deadlock-free if the control policy given in Definition 2.2 is loadlock, and BM is same, and is denoted by A;. Similarly, the
applied. 2 time taken for R, to move among PMs, loadlocks, and BMs is
By assumption, a K-cluster tool is process-dominant, and a also same no matter whether R, holds a wafer or not, and is
backward scheduling strategy for each individual tool is opti- denoted by . The time taken for processing a wafer at step j
mal. Then, with a backward scheduling strategy being inC,is ;. Letw, andt; denoteR,’s Waltlng timein q,; and the
applied, starting from M,,, the PN can evolve as follows. R in Wafer SOJOllI‘n tlme ina PM at Step j in C,, respectively. The
C, loads a wafer into p, 7, by firing t, ¢, ,1,- Then, R, moves time duration for transitions and places are summarized in
10 Py (pr17-2) Tor firing v, 15y After firing t, 7y, Uag fires Table 1.
TABLE I
Time duration for transitions and places
Transition Time
Symbol orplace Actions duration
A ty R, loads a wafer into p;;, i eNg, j @, A;
Uy R; unloads a wafer from py, i €N, j &,
i Xy R; moves from p; to p e i ENK,_] Q. (or Hi
from a7y t0 Pios 1 el‘i, ,j =n[i])
Yy R, moves from py; , ) to py, i €Ng, j EQ,,[Z] (or
from p;o t0 Piupsy — 1y if 1 eﬁK and j = -1,0r
from p;; t0 Py, if i €Ngand j =ni ])
Oy Py A wafer being processing in p;;, i €Ng, j @, Oy
Ty Py Wafer sojourn time in p,, i €N, j €€, Ty
Wy qy; R; waits before it unloads a wafer from py;, i eNg, [0, )
j E@n[i]
z;ord; No robot activity related to it 0
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Up to now, one completes the modeling of a K-cluster tool.
Based on the PN model, one discusses how to schedule an
individual cluster tool next.

B. Scheduling of Individual Cluster Tools

To schedule a K-cluster tool, one needs to schedule its
individual cluster tools and, at the same time, coordinate the
activities of multiple robots. If all the individual tools are
scheduled to be operated in a paced way and, at the same time,
each tool can operate in an independent way, a cyclic schedule
is obtained for a K-cluster tool. Based on this concept, one
next discusses the scheduling problem of individual cluster
tools.

For cluster tool C,, based on the PN model, one first ana-
lyzes the time taken for completing a wafer at Step j, j€Q ;.
According to the PN model, to complete a wafer at Step j, the
following transition firing sequence is performed: o,=( fir-
ing uy(with time A)—=x,()—=>t, M)y, )R,
Waltlng in Q- 1)(001(; D)Wy (R) =Ko ()=

t,(A;)—>processing a wafer in p,(c,;)—u,(A,) again) .Inthis
process, if j=nl[i], it requires to replace e by
{ t,,(,)) without changing the time taken.

Ifj=b[i] fora BM, let §, be the time point when firing t,, 1},
ends and &, be the time point when firing v, starts.
Although, fora BM, there is no wafer processing function and
the wafers (tokens) delivered by t; ;) and u, 5, are different,
for a scheduling purpose, one concerns only the time taken.
Hence, one can treat o, ,,1y=5,—§, as a virtual wafer process-
ing time for a BM, which is consistent with c,, for a wafer
processing step.

Similarly, ifj=0, let p, be the time point when firing t,, ends
and p, the time point when firing vu,, starts. Then, o,;=p,—p,
can be treated as the virtual wafer processing time for Step 0.
Thus, the time taken for completing a wafer at Step j is

Tyt Ah 340y lyZENKaHd]ENn[Z] 3.1
T~
Notice that Step SP, , is for the loadlocks. By assumption,
there are always wafers ready to be processed. Hence, after
firing t,,, u,, can fire immediately, leading to a,,=0. Also,
0,17y @nd 0y can be zero, dependent on a schedule for C, and
a K-cluster tool.
IfR, waiting time is removed from (3.1) and (3.2), then the
shortest time for completing a wafer at step j is

ot ah 43, iE N pand j€Q

ot At 306,10, (3.2)

(3.3)

To coordinate the behavior of the steps in an individual
tool, the tool may be scheduled such that after a wafer is
processed in a PM at Step j, the wafer stays at the PM for some

time, i.e., T,2a,,. In (3.1) and (3.2), replace o, by T, one has
nyﬁcy+47»l+3pl+ml(/71),zEN X and]EN alil (3.4)
Nio=Tio At 300,04, (3.5)

Then, one needs to analyze R,’s cycle time in C,. In this
cycle, R, performs activity sequence o,=( firing
yi(n[i])(“'i)_>waiting in qi(n[i])(('ui(n[i]))_>u(n[i])(}\’i)_>

z(n[z])(“'z)_>t10(}\’) - Y- 1)(p.l)ewaiting in Yig-1)
( Wy 1))%111(; 1)(7\ )%Xz(; 1)(1‘-1)%%(7\ )%yz(; 2)(|,Ll)ewa1t-

ing in Y- 2)((”1(; 2))%111(; 2)(7‘ )%Xz(; 2)(”7)%@(; 1
)= . Y waiting in q,0(0,0)—U0(h)—>
X0(1) 1 (M) =Y,y (1) againd . During this process, all

the transitions fire only once and there is a waiting time in q,;.
Since t.here are (I.I[I]H) Yy'S, U8, X.;’s, t7s, and q,;’s, the
cycle time for R, in C, can be calculated as
V=20 [T+ D) )+ E o Pl =, 4o, iE€ N,
where 1, =2(n[i]+1)(A+1,) is R,’s task time in a cycle and is
constant, while \,,=2,_ " [l]u)ij is R,’s waiting time in a cycle.

(3.6)
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Let m=max{C,, C;1 - - -, Ly War ) denote the funda-
mental period (FP) [Perkinson et al., 1994; and Venkatesh et
al, 1997] for C,. If m=max{C,, Ly, - - ., Cpupts G I8
process-bound, otherwise it is transport-bound. Since the
steps in C, operate in a serial way, the productivity for each
step should be identical, or the time taken for completing a
wafer at each step in C, should be same. Let ), be the time
taken for C, to complete a wafer. Then, one has

N Mio™MaN™ - - - Niga[s)y (3.7)

Itindicates that, at a steady state, all the steps in C, have the
same cycle time. By examining o, and 0,, one can conclude
that R,’s cycle time is same as the cycle time for each step.

Hence, one has

VM M0 N = - - - Nigapa)) (3.8)

It follows from (3.6) that R,’s cycle time consists ofy;, and
1,2, Where 1), is a known constant and 1);, is the sum of w,;’s
that are to be determined by a schedule. Thus, to schedule
individual tools is to determine w,;’s, or the scheduling prob-
lem for the individual tools is parameterized by w,’s . With
these results, one discusses how to configure the spaces for
the BMs such that a one-wafer cyclic schedule is found to
reach the lower bound of cycle time for a K-cluster tool next.
C. Scheduling K-Cluster Tool

Lett=max{x,, 7,, . .., Tx} and assume 7=, the FP of C,,.
This implies that C,, is the bottleneck tool in a K-cluster tool.
Let m be the cycle time of a cyclic schedule for a K-cluster
tool. Then, one has n=n [Zhu et al., 2013; and Yang et al.,
2014], i.e., m is the lower bound of cycle time of any cyclic
schedule for a K-cluster tool. Let m, be the cycle time of a
one-wafer cyclic schedule for C;, i€EN . To find a one-wafer
cyclic schedule with cycle time 7| for a K-cluster tool, one has
the following result.

Proposition 4.1: To obtain a cyclic schedule for a K-cluster
tool with cycle time 1, the cycle time of a cyclic schedule for
its individual tool C,, i€EN g, should be equal to 1, or

N=No=. .. =g 4.1

Proof: With the developed PN model for a BM linking C,
and C, ,,, at marking M, for C;, one assumes that t,;,; fires at
time &, such that a token enters Py (P(z+1)o) at 5=, +\,.
Further, assume that, at &, there 1s a token in q,, . By the
transition enabling and firing rules, after firing t,,;, U 10 18
enabled and it fires at §,. Then, in C,, after a cycle, t,,,, fires
again such that another token enters p, 1y (P 1y0) at =52+
m,- After &, for C,, |, when a token enters q;, 5, U)o €a0
fire again at only &,2E;=F,+m,. Thus, one has m,,,=E,—
£,285-5,7(8,+m,)-E,™;; or m,,2m,. In the same way, one
can show that n,z1),,,. This implies that n,=m,, ,. Hence, one
has m,=n,=. . . =1 Since the cycle time for the K-cluster
tool is equal to that of C,, one has ,=m,=. .. =1=), or the
proposition holds.

To maximize the productivity of a K-cluster tool, it is
desired that it is scheduled such that the lower bound cycle
time 7 is reached. For easy implementation, a one-wafer
cyclic schedule is preferred. It follows from Proposition 4.1
that, to reach such a goal, a K-cluster tool should be scheduled
such that

N=No=. . . TN N==, 4.2)

It follows from Zhu et al., [2013], for a K-cluster tool, there
may be no cyclic schedule such that the lower bound cycle
time is reached. A one-wafer cyclic schedule with the lower
bound of cycle time may be found by increasing buffer spaces
in BMs. It is shown that, with two buffer spaces in each BM,
aone-wafer cyclic schedule with the lower bound of cycle can
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be always found [Yang et al., 2014]. Then a question is
whether one needs two buffer spaces in each BM? One
answers this question by finding a one-wafer cyclic schedule
with the lower bound of cycle time with minimal buffer space
configuration in this section.
C.1 Scheduling Analysis

According to the above analysis, to reach the lower bound
of cycle time, for C,, i€N g, a one-wafer cyclic schedule
should be found such that its cycle time is 7. Assume that such
a schedule is found by using the method given in the last
section for C,, i€EN g, such that the time for firing t,,, u,,
tiopps @nd Uy, is determined. If, at a time, any of these
transitions should fire as scheduled, it is enabled and can fire,
then every individual tool can operate independently. In this
way, a one-wafer cyclic schedule with cycle time m is
obtained fora K-cluster tool. Since a K-cluster tool addressed
in the present invention is process-dominant, one has 7=rm,
and ;wzm, and,,=n—,,20, IEN . This implies that if C,, i€
N Mh}, is transport-bound, it is not meaningful to reduce
the cycle time by reducing the number of wafers being con-
currently processed in the tool. Hence, a backward schedul-
ing strategy can be applied for any C,, i€EN g. Then, the key
is how to schedule individual tool C,, iEN .., by determining
R;’s waiting time o,’s such that y,,=w—,,. To obtain a
one-wafer cyclic schedule for C,, i€EN g, such that its cycle
time is 7, according to the discussion in the last section, one
has v, ==, jEQ ;. Then, it follows from (4.2) that one
has

nij:n(i+l)f:n:nh:iEN K—IJEQ nlil> aﬂdeQ nli+1] 4.3)

By (4.3), all the individual tools can be operated in a paced
way. Then, the key is to coordinate multiple robots such that
when any of t,g, Uy, t;p1) a0d U5y, IEN g, should fire as
scheduled, it is enabled. To do so, one needs to analyze the
dynamic behavior of a K-cluster tool.

Theorem 4.1: For a process-dominant K-cluster tool, a
one-wafer cyclic schedule can be found with cycle time & by
determining the robot waiting time w,;’s and wy,, /s for C,
iIEN _,, if and only if two BMs linking C,_, and C,, and C,
and C,,; have one buffer space, and the following conditions
are satisfied.

iD= 13 1+ O a1 (44)

T 102Nt 3t 01511y 4.5)

Proof Necessity: Consider the BM linking C, and C,,,
denoted by Step b[i] in C,,iEN . ;. By (3.4),(3.5), and (4.3),
the cycle time for this step should be scheduled to be
Ny Tappy At 3040,y such that the wafer
sojourn time Ty =T—(4A 4314w, ;1)) With the PN
model shown in F1G. 3, firing t,,,;, loads a wafer into p,¢;;,
(Pys1y0)- Let ¢, denote the time point when firing t;,,1, ends.
Assume that, after firing t,, 1), the token in p, ;1) (Pr1y0) 18
delivered immediately to C,,, at ¢, by firing u,, .. Then,
R,,, in C,,, performs transition firing sequence o,=( firing
u(i+1)0(}\’i+l)%X(i+l)0(“’i+l)%t(i+l)l(}\’i+1)%y(i+l)(n[i+l])

(W )—>waiting  in q(i+1)(n[i+1])(("‘)(i+l)n[i+l])_>u(i+l)(n[i+1])
(}\’i+1)%X(i+l)(n[i+l])(“'i+l)_>t(i+1)0(}\’i+l)) such that a new
tokenin Cl+1 isloaded into Parnyo (pl(b[l])) by firing teno such
that U o 1a)) is enabled. Let ¢, be the time point when a wafer is
loaded into Pis1y0 (pl(b[l])) (the end of firing t(m)o) Let
O=(¢,—, )+4A, 3P0, Then, the cycle time for Step
b[i] in C, must be greater or equal to ©. By o,, one has
$o=, =40, #3101+ O, 1),50;-  Further,  assume  that
T2 i1 +3Mis 1+ Oy 1y does  not  hold,  or
o= =AM, #3100 G 7 Tiep- Lhis implies  that
O=(Po=) 44N 34,411 1) T HAM A+ O, 11T,
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which contradicts that the cycle time of C, is 7. Hence, (4.4)
is necessary. Similarly, one can show that T, ,),24A,+3p,+
O, pp11-1) 18 Necessary to make t,,,;, enabled when it is sched-
uled to fire. Also, consider the BM linking C,_; and C,, one
can show the necessity of (4.4) and (4.5). Notice that when
one shows the necessity of (4.4) and (4.5), one requires that
there be a space in Pisiyo (Pyopy)» Otherwise it is not possible.
Hence, the buffer space is also necessary.

Sufficiency: With the PN model shown in FIG. 3, one
examines the BM linking C, and C,, , denoted by Step b[i] in
C,, iIEN ;. With & being the cycle time, by the scheduling
method given in the last section, a one-wafer cyclic schedule
is obtained such that T=T,, ;) +4A 4314w, 1) Let ¢ be
the time point when firing t,,,;, ends such that a wafer is
loaded into p; ;1) (P s 1y0)- At the same time, C,, , is scheduled
such that u,,,, starts to fire at ¢, and then o, is performed.
Let ¢, denote the time point when firing t,,,, ends and a
wafer is loaded into p,,, o (Pics 7)) Such that v, ;; is enabled.
Thus, one has ¢,~;=4h, | #3114+ 0, 1ygupie1 - BY (4.4), one
has ‘Ci(b[i])24}\’i+1+3“'i+.1+('U(i+1)(n[.i+l])' This implies that LR
is scheduled to start firing at ¢ with ¢ —¢3:tl.( LD Hence, one
has ¢5_¢3:Ti(b[i])24}\’i+1+3“'i+1+(D(i+1)(n[i+l]):¢4_¢3' In other
words, when u, ;) is scheduled to fire, there is a token in
Pas1yo (pl(b[l])) OF U, ;7 18 enabled. Then, after firing Uope
when t,,,}, 1s scheduled to fire, py, 110 (Dippip) 18 empty since
Toa 1024 #3140,y This implies that €, is enabled.
Similarly, by examining Step O in C,, one can show that, if
(4.4)and (4.5)hold, both u,, and t, are enabled whenever they
are scheduled to fire. Notice that, in the above discussed
process, there is at most one token p, 1y (P;spp)s OF One
buffer space is sufficient.

In Theorem 4.1, to find a one-wafer cyclic schedule for C,
with cycle time 7t such that C, can operate independently, one
requires that both (4.4) and (4.5) hold. However, by examin-
ing the BM linking C;and C,, ;,1€EN ,._,, one can show that if
one of the conditions (4.4) and (4.5) holds, the other holds too.
One has the following corollary.

Corollary 4.1: For C, and C,,, linking by a BM, if Condi-
tion (4.4) in Theorem 4.1 holds, then (4.5) holds; and vice
versa.

Proof: Assume that ;. ;;1,24R, 1 431, | +© ¢, 1ygup417) DOIdS.
For Step b[i] in C, by (3.4), (3.5), and (4.3), one has
n:ti(b[i])+47»i+3p,i+u)i(b[i]_l), thus leading to Ti(b[i]):TF—(47\i+
3“'i+('0i(b[i]—l))24}\’i+l+3“’i+l+w(i+l)(n[i+l])' For Step 0 in C,;,
by (3.4), (3.5), and (4.3), one has =T, o+4h;  +3,,,+
Ogenyperny:  NUS leading 10 4h,, +31,,) +06, 161~
=T py0- Lherefore, mT—(4Ah 4314w, )24k, +31,  +
O yrpr+1]) 0T 1y0> 1€8dING 10 Ty 1o ZANA3WAD 1y
Similarly, if (4.5) holds, one can show that (4.4) holds.

It follows from Corollary 4.1 that, if one of conditions (4.4)
and (4.5) holds, to find a one-wafer cyclic schedule with cycle
time x for C,, one needs one buffer space in the BMs linking
C,_, and C,, and C, and C, ;. However, Conditions (4.4) and
(4.5) may not be satisfied for both BMs linking C,_; and C,,
and C; and C,,,. By observing (4.4), if T,y <4A, +31L,1,
one ha.s Ty <A1 F3 1+ Oy 1y ey Lhen, one has the
following result.

Theorem 4.2: For a process-dominant K-cluster tool, a
one-wafer cyclic schedule can be found with cycle time & by
determining the robot waiting time w,;’s and wy,, /s for C,
iIEN _,,if the BM linking C,_, and C, has one buffer space,
the BM linking C, and C,,, has two buffer spaces, and the
following conditions are satisfied

T 1@li-1 A LA Oy (4.6)

and Ty <Ahi 1 +300 4.7
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Proof: It follows from Theorem 4.1 that, if condition (4.6)
is satisfied and there is one buffer space in the BM linking
C,_, and C,, C, can be scheduled with cycle time 7 such that,
whenevert,, and u,, are scheduled to fire, they are enabled and
can fire. Then, one examines t,,,jand u;, ;1. With two buffer
spaces in the BM linking C; and C,, |, one assumes that at
marking M, there is a token in 7}, and a token in p, ¢,
(Pgs1y0) Withcolor ¢y, oritenables u,, ;). At this marking,
K(®,5179)~M(@, (51571, or this is a free space in it such that
tippp 18 enabled. Then, the system is scheduled as follows.
Transition t,,;), fires and a token with color ¢, ,, is loaded
nto p,spy) (Plis1)0)- Let ¢, be the time point when firing t, ;1
ends. Notice that, at this time, there are two tokens with
different colors in p, ;) (P(;, 1yo) simultaneously. After firing
G Basnyo fires immediately at ¢,. Also, after Tiori T
(47»l.+3p.l.+u)(l.)(b[i]_ 1)) time units, W, fires at time ¢,=
01T =0 1+J'c—(47»l.+3p.l.+uu(l.)(b[l.]_ 1)) and a token is removed
from Piwrm (P(i+1)o)~ For C,,,, after firing Ugyo at ¢y, 0, is
performed. Let ¢5 be the time point when firing tarnyo ends.
One has 4)3:4)1+47»l.+1+3ui+1+u)(i+1)(n[i+1]). Since T
A +30, s 5=+, 17y <P 4R +31, <O AN+
3 O 1y gapiv1 = P35 OF $2<¢ 5. It means that there is no con-
flict. At time ¢,, there.ls a free space in P, 1) (Pi1y0) SUCh
that t,,,;, can fire again as scheduled.

Theorem 4.2 shows that, if T,,(;;,<4A.,  +31,,,, two buffer
spaces in the BM linking C, and C,, , are sufficient. It follows
from Theorem 4.1 that, if T,y <4h,,,+31;,,, one buffer
space in the BM linking C, and C,  ; is not sufficient. Thus, one
has the following corollary immediately.

Corollary 4.2: For a process-dominant K-cluster tool, if
Ty A1 +3M:,1, tWo buffer spaces in the BM linking C,
and C,,, are necessary to find a one-wafer cyclic schedule
with cycle time &t for C,.

With cycle time being t, one has T, =mt—(4A+3+0)
i-»). This means that 7T, decreases as o ;1)
increases. It follows from Theorem 4.1 that, to obtain a one-
wafer cyclic schedule with cycle time it for a K-cluster tool, it
is desired to schedule the individual tools such that T, ;), is as
large as p0551b1e 1.€., 011 18 @s small as possible. Since
Y=, =2 l]u) , if one sets ,,,;,1y=,2, one has o),
11-0=0 and T,y J'I: (47» +3),) is maximized. One has the
following result.

Theorem 4.3: For a process-dominant K-cluster tool, if
Ty AMia1 3., and the BM linking C, and C,,, has two
buffer spaces, by setting w,1ypp41y=Wer1y2s Poth C; and
C,,, can be scheduled with cycle time m such that t,),
Wepniny tesy0o A0 Uy, 1y can fire whenever they are scheduled
to fire.

Proof: Just as the proof of Theorem 4.2, the firing of t,, ;)
endsat ¢, LR fires at time ) 1+T—(4h A3+
u)(l.)(b[i]_l)), and the firing oft(i+1)0 ends at ¢5. One has ¢,=¢, +
Ti(b[i])<¢1+47\i+1 3, < +4h, 31+ 19573, or
$,<¢5. This implies that t,,,, can fire as scheduled. After
firing W,y 10 C,, b fires again and this firing ends at
¢,=¢,+m such that a token enabling u, ), enters P,
(Pz1y0)- Since C,,, is also scheduled with cycle time t, u,., g
is scheduled to fire again at ¢, +7t. At this time there is already
a token that enables u o there. Thus, it can fire and the
theorem holds.

By Theorem 4.3, if two buffer spaces should be configured
for the BM linking C, ; and C,, one can find a one-wafer
schedule for C, with cycle time & by setting ®,(,,;,=W;»- By
doing 50, T~ —(4A+31,) is maximized. Then, let
AT =m—=(40431,) and one has the following result.

Theorem 4.4: For a process-dominant K-cluster tool, if
To-nop-1p<dh+31,; and A<4N,, 434, ,, a one-wafer cyclic
schedule with cycle time 7 can be obtained for C, such that t,,
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Uy, tigppipy» @0 Uy can fire whenever they are scheduled to
fire if and only if there are two buffer spaces in both BMs that
link C,_, and C,, and C, and C,, |

Proof Necessity: By t,_1)p-17y<4A+3L, it follows from
Corollary 4.2 that the BM linking C,_, and C, must have two
buffer spaces to obtain such a schedule for C,. With two buffer
spaces inthe BM linking C,_; and C,, it follows from Theorem
4.3 that C, can be scheduled by setting w,,;,;=W,,. With
O,y ~Wi2> On€ has A=, =7—(4A,+3p;) such that one
cannot make T, ;y24A,, 1 +31,,, true. Then, by Corollary 4.2,
two buffer spaces in the BM linking C, and C,, | are necessary.

Sufficiency: This can be shown from Theorem 4.3 directly.

Theorem 4.4 presents the conditions under which two con-
secutive BMs need two buffer spaces to obtain a one-wafer
cyclic schedule with cycle time = . It follows from Theorem
4.4 that one has the following corollary.

Corollary 4.3:For a process-dominant K-cluster tool, if
Tu- o1y <dh+31,; and A;z4h, 43y, ,, a one-wafer cyclic
schedule with cycle time t can be obtained for C, such that t,,,
U5 bppy> @0 Wy can fire whenever they are scheduled to
fire if and only if there are two buffer spaces in the BM that
links C,_, and C,, and there is one buffer space in the BM that
links C and Cl+1

When there are two buffer spaces in the BM linking C,_,
and C,, one can set wy,, ;=\, such that T, ;),=A,=w—(4A+
3u,), the largest value. In this way, one makes T, ;;24h,,, +
3y,,, easier to be satisfied. Hence, only a few BMs that need
two buffer spaces. Up to now, one has presented the condi-
tions for obtaining a one-wafer cyclic schedule with cycle
time 5. Based on the results, then one can discuss how to
schedule the system and configure the buffer spaces next.
C.2 Scheduling and Buffer Space Configuration Algorithm

In the last section, one presents the conditions for sched-
uling an individual tool to obtain a one-wafer cyclic schedule
with the lower bound of cycle time 7. Since there are multiple
robots in a K-cluster tool, the key is to coordinate their activi-
ties in accessing BMs. To do so, one schedules individual
tools from C, to C one by one by using the method given in
Section A. In this process, the conditions obtained in the last
section are applied such that the buffer spaces are optimally
configured.

Since the K-cluster tool discussed here is process-domi-
nant, one has or =, or =, , IEN g, and ,,=m-p,,20. Let
B,_, be the number of buffer spaces in the BM linking C,_;and
C,. Then, the system can be scheduled and, at the same time,
the buffer spaces can be configured as follows. For C,, since
the loadlocks are not shared with any other tool, one sets
@y Gy~ = W;5 such that o, =0, JEQ ,,;\{n[1]}. In this
way, a one-wafer cyclic schedule with cycle time m is
obtained. With m,¢,(11-1y=0, Ty¢1=A, is maximized such
that the BM linking C, and C, needs the minimal number of
buffer spaces.

Then, for C,, according to the discussion in the last section,
one checks if A;=4h,+3, is satisfied. If so, set B,=1 and
02~ A 140430, and @, , JIEQ 1, \Mb[2]-1,10[2]}, as large
as p0551b1e such that w,; ,y=m—a,~4h,+3p,. Then, set
Dopral- l)ﬂpzz L1~ 2(1)2]—2 (2] []]u)zj such  that
Wo(pra1-1y 1S 88 small as possible and T, = (4A+3p, +
,0p121-1y) 18 as large as possible. In this way, a one-wafer
cyclic schedule with cycle time m is obtained for C,. If
A z4h,+3p, is not satisfied, set B,=2, m,4,1,1,=,,, and
T =A, to obtain a one-wafer cychc schedule with cycle
time . ForC IEN . M1, 2}, witht,_yp_ ) obtained for
scheduling Cl_l, do the same for scheduling C, to set the
number of buffer spaces B, and obtain the one-wafer cyclic
schedule with cycle time 7.
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For Cg, one assigns each g, jEQ, ;. If
Tk 1y 1 HEINEAB A O, iy 15 satisfied, set B =1, oth-
erwise set Bx_,=2 such that cycle time 7 can be reached. In
this way, a one-wafer cyclic schedule with cycle time t for a
K-cluster tool can be obtained and the bufter spaces are con-
figured. This process is summarized into Algorithm 4.1.

Algorithm 4.1: Find the optimal one-wafer cyclic schedule
and optimal buffer configuration for K-cluster tool.

Input: e, Ay W, IEN £, JEQ 1y
Output: ,;, iI€N g, JEQ ,1,1; B, 1€EN £
)

Let 1_[ :lérrﬁ),(((m) and B; =1

ii) Determine w,, jE€2 ,;,, for R, as
1) For j«<~0to n[1]-1 do
2) <=0
3) end
4) g = n=2(@[1]+1)(A, +p,)
5) T4, +30,)
iii) Determine B,_,, w,, for C,, 2=i=K-1,jEQ ,; as
1) For i=2 to <K-1 do
) T,y 1y <4431, then
3) B, =B, 1+1
4) For j<=0 to n[i]-1 do
5) 0,0
6) End
7 (Di(n[i])en_z(n[i]"'l)(}\’i+“'i)
8) T pppy T (4A431,)
9) Else
10) ;Di(n[i])emin{‘c(i—l)(b[i—l])_(4}\’i+3“'i)5 a=2(n[i]+1)(r+
L
11) For j«—0 to n[i]-1 and j=b[i]-1 do
12) o, <min{m—(4h+31+0,,, ), T=2@[]+1)(A+u,)-
Zd:O]_l(’Uid_U‘)i(n[i])

13) End

14) w,pp-1y=m-{2(ni]+1 )(}\’i+“'i)+2j:0b[l]_zwi]'+2j:b o )
Wy

15) ‘Ei(b[i])en_(4}\’i+3“'i+wi(b[i]—l))

16) End

iv) Determine By_,, jEQ , z, for Ry as.
1) For j<=0 to n[K]-1 do
2) g min{m-(4h 30t Car1y)s T-2(0[K]+1D) (Mgt
M) —Zis Oxa}

3) End

4) Wz [K])en_z(n[K] + D)t -Z " K- Wrq

5) IfT(k_l)(b[k_l])<47¥k+3llk+w1<(n[1<])

6) Bx_1<—Bg 1 +1

7) End and return B, iEN ,_,

By examining Algorithm 4.1, it is known that, to find a
one-wafer cyclic schedule with cycle time m for a process-
dominant K-cluster tool and configure the buffer spaces, only
simple calculations are involved. Thus, the algorithm is very
efficient. Since = is the lower bound of cycle time, the
obtained schedule is optimal in terms of productivity. One has
the following result.

Theorem 4.5: The buffer space configuration obtained by
Algorithm 4.1 is optimal.

Proof: Since only when T, ,,;;y<4A,,  +31,,,, B, is set to be
B =2, otherwise, it is set to be B,=1. Thus, if the number of
BMs that need two buffer spaces is minimized, the buffer
space configuration is optimal. By Algorithm 4.1, T, is
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made to be as small as possible such that the number of cases
With T, p,7y<4%,, 1 +31L,,, is minimized, leading to that the con-
figuration is optimal.
C.3 Schedule Implementation

As discussion above, the schedule of a K-cluster tool
obtained by Algorithm 4.1 is just for a steady-state. Since
there is an initial transient process before a steady-state is
reached. As shown in Section A, a system can reach its steady
state from initial marking M, with all tokens in the system
being virtual ones. Note that, in Section A, one sets
Mo (,61) "O0Mo(P1410)70), 1EN ;. With such M, the
obtained schedule cannot be realized. To realize the obtained
schedule, one needs to change M,, by putting V, tokens in the
system as follows. For a BM linking C, and C,,;, i€EN . ,, if
B~1 set Mo(Pyopy)™0 (Mo(Pr1)0)=0) if B~2, set
My (0, opi7))=1 Mop(Piv1y0)=1) such that the token has color
C,pry Or 1tenables u, ;.. Then, starting from M,, the system
evolves just as in the steady state as follows. Whenever a
token enters q,, IEN and jSQ .. it stays in q,, for o, time
units as scheduled and every time u,,, fires, a token W repre-
senting a real wafer is unloaded from p,,. When all virtual
tokens V, are removed from the system, the system reaches its
steady-state and it operates just as scheduled.
D. Tlustrative Examples

In this section, one uses two examples to illustrate the
applications of the proposed method.

Example 1

This is a 3-cluster tool from [Chan et al., 2011b]. The
activity time is as, for C,, a,,=0 (the loadlocks), o, ;=34 s,
a,,=0(BM,), o,;=31s, ¢, ,=4s, A =10s,and p,=1s; for C,,
=0 (BM)), a,;=82 s, 0.,,=0 (BM,), 0.,;=54 5, a,,=12 s,
A=7 s, and 1,=1 s; and for C;, a;,=0 (BM,), a;,=54 s,
a5,=38 s, 033=91 s, 00;,=90 s, A;=3 s, and p,=1 s. It is solved
with one-space BM in [Chan et al., 2011b] and a multi-wafer
cyclic schedule is obtained with cycle time 114.8 s.

For C,, one has C,,=c,,+4h,+31,=0+4x10+3x1=43 s,
Ty =0 +4h, 31, =34+4x10+3%x1=77 s, T,,=43 s, L;5=74 s,
C,4=47 s, and P, ,=2(a[ 1]+ D, +A ) )=2x(4+1)x(10+1)=110
s. Hence, ,=110, and C, is transport-bound. For C,, one has
Co0= 0ot 4hs 4311, 05 =05 +4A,+31,=04+4xT43x1=31 s,
C,,=1135,C0,5=855,C,,=43 s,and {,, =2(n[2]+1) (1, +A,)=2x
(441)x(7+1)=80 s. Hence, m,=113, and C, is process-bound.
For C,, one has Ty=0tyo+4h, +31L,=0+4x3+3x1=15 5, T, =69
S, 035753 5, §35=106 s, C5,=105 s, and y;,=2(n[3]+
D3 +h;)=2x(4+1)x(3+1)=40 s. Hence, m,=106 s, and C, is
process-bound too. Because m,>m,>n; and C, is process-
bound, the 3-cluster tool is process-dominant and the lower
bound of cycle time is 1,=M,=N;=n=n,=113 s.

By the proposed method, one has {, ,=n—}, ;=3 s, {,,=n—
P,,=33 s, and ;,=n—),,=73 s. By Algorithm 4.1, a one-
wafer cyclic schedule is obtained by setting the ;s as: for
C,, w,p=0,,=0,,=0,;=0 s, ®,,=3 s, and T,,=w—-(4h+
3u,)=113-43=70 s; for C,, 0,0=0,;=0,,=0,5=0 s, 0,,=33
s, and T,,=n—(4h,+311,)=113-31=82 s; and for C;, m;,=44 s,
05,=29 5, W;,=W33=w5,=0 s. Since T,,=70>(4A,+31,)=31
and t,,=82>(4h;+3;)+m5,=15, one does not need additional
buffer space for both BMs. In this way, a one-wafer schedule
is found with the cycle time 113 s instead of a multi-wafer
schedule with cycle time 114.8 s as obtained in [Chan et al.,
2011b].

Example 2

In a 3-cluster tool, the activity time is as: for C,, o, =0 (the
loadlocks), a,,=75 s, a,,=0 (BM,), a,5=70 s, A,=10 s, and
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1, =5s; for C,, 0,0=0 (BM,), a,,=0's (BM,), a.,,=7 s, h,=20
s, and p,=1 s; and for C;, a;,=0 (BM,), a.;,=5 s, a13,=100s,
A3=5 s, and py=1s.

For C,, one has ,,=a,o+4h;+31;=0+4x10+3x5=55 s,
Ty =0 +4h 31,=75+55=130 s, T ,=a;,+4h,+31,=0+
55=55s, §15=0t 3 +4A +31,=70455=125 s, and 1, =2(n[1]+
Dx(hy+1)=2(3+1)x(10+5)=8x15=120 s, or C, is process-
bound and rt;=130 s. For C,, one has T, =0l,q+4h,+311,=0+
4x20+3x1=83 s, C,,=01,, +4h,+31,,=0+83=83 s, T,,=0L,,+
40, +31,7+83=90, and Y, =2(n[2]+1)x(A,+uL,)=2(2+1)x
(20+1)=6x21=126 s, or C, is transport-bound and 7,=126s.
For C;, one has Tjo=030+4A;+31;=0+4x5+43x1=23 s,
C31=05 405 4311,=5+23=28 5, C3,=0t3,+4A;+31,=100+
23=123 s, and 5, =2(n[3]+1)x(A;+113)=2(2+1)x(5+1)=36, or
C; is also process-bound and ;=123 s. Since m=mr,=130
s>1,=126 s>m,=123 s and C, is process-bound, this 3-cluster
tool is process-dominant. One needs to schedule the system
such that 1,=n,=m,=n=mr,=130s.

By the proposed method, one has y,,=130-y,,=130-
120=10 s, and 1,,=130-,,=130-126=4 s, and {,=130-
P5,=130-36=94 s. By Algorithm 4.1, for C,, one has
W,o=m;,=m,,=0 s, ®,5=10 s, T, ,=—(4A, +31,)=130-55=75
s. Then, one has t,,=75<4h,+311,=83. This implies that, to
obtain a one-wafer cyclic schedule with cycle time 130, two
buffer spaces should be configured for BM,. With two buffer
spaces in BM,, ,,1,,=,,=4 s is set. Hence, by Algorithm
4.1, for C,, one has w,,=w,,=0 s, w,,=4 s, and T, ,=n—(4A,+
31,)=130-(4x20+3x1)=47 s. For C;, by Algorithm 4.1, one
has 0;,=94 s, w;,=w;,=0s. Since T, ,=47>4h;+3 3 +m5,=23,
no additional buffer space for BM, is needed and a one-wafer
cyclic schedule with cycle time 130 s, the lower bound, is
obtained.

It is complicated to schedule a multi-cluster tool. Since a
one-wafer cyclic schedule is easy to implement and under-
stand by practitioners, it is highly desirable to obtain such a
schedule. Productivity is among the most important perfor-
mance goals for a semiconductor manufacturer. It is known
that the number of buffer spaces in a BM has effect on the
performance of a multi-cluster tool. For a single-arm multi-
cluster tool whose bottleneck tool is process-bound, the
present invention investigates how to configure buffer spaces
for its buffering modules to obtain one-wafer cyclic schedule
such that the lower bound of cycle time is reached. To solve
this problem, a PN model is developed for a K-cluster tool
with a linear topology by extending the resource-oriented
Petri net. Based on this model, the necessary and sufficient
conditions under which a one-wafer cyclic schedule with the
lower bound of cycle time are established such that the mini-
mal number of buffer spaces for the buffering modules is
configured. Based on the derived conditions, an algorithm is
presented to find such a schedule and configure the buffer
spaces optimally. This algorithm is computationally efficient.
An effective method is also proposed to implement the
obtained schedule.

The embodiments disclosed herein may be implemented
using general purpose or specialized computing devices,
computer processors, or electronic circuitries including but
not limited to digital signal processors (DSP), application
specific integrated circuits (ASIC), field programmable gate
arrays (FPGA), and other programmable logic devices con-
figured or programmed according to the teachings of the
present disclosure. Computer instructions or software codes
running in the general purpose or specialized computing
devices, computer processors, or programmable logic
devices can readily be prepared by practitioners skilled in the
software or electronic art based on the teachings of the present
disclosure.
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In some embodiments, the present invention includes com-
puter storage media having computer instructions or software
codes stored therein which can be used to program computers
or microprocessors to perform any of the processes of the
present invention. The storage media can include, but is not
limited to, floppy disks, optical discs, Blu-ray Disc, DVD,
CD-ROMs, and magneto-optical disks, ROMs, RAMs, flash
memory devices, or any type of media or devices suitable for
storing instructions, codes, and/or data.

The present invention may be embodied in other specific
forms without departing from the spirit or essential charac-
teristics thereof. The present embodiment is therefore to be
considered in all respects as illustrative and not restrictive.
The scope of the invention is indicated by the appended
claims rather than by the foregoing description, and all
changes that come within the meaning and range of equiva-
lency of the claims are therefore intended to be embraced
therein.

What is claimed is:

1. A computer implemented method for scheduling single-
arm multi-cluster tools with optimal buffer space configura-
tion, comprising:

obtaining, by a processor, a wafer processing time, a robot

wafer loading and unloading time, and a robot moving
time;

calculating, by a processor, a shortest time for completing

a wafer based on the wafer processing time, the robot
wafer loading and unloading time, and the robot moving
time;

calculating, by a processor, a robot cycle time based on the

robot wafer loading and unloading time, and the robot
moving time;

determining, by a processor, a fundamental period based

on selecting a maximum value among the shortest time
for completing the wafer and the robot cycling time;
determining, by a processor, a type of cluster tool by:
if the fundamental period is a value of the shortest time
for completing the wafer, the type of cluster tool is
process-bound;
otherwise the type of cluster tool is a transport-bound;
determining, by a processor, the multi-cluster tools to be
process-bound, or transport-bound based on the type of
cluster tool having a maximum value of the fundamental
period;
determining, by a processor, a lower bound of cycle time
based on the maximum value of the fundamental period;

determining, by a processor, an algorithm for scheduling
and buffer space configuration based on a petri net
model; and

calculating, by a processor, a robot waiting time based on

the algorithm;
calculating, by a processor, a wafer sojourn time based on
the algorithm and the lower bound of cycle time;

determining, by a processor, a buffer space for buffer mod-
ule based on the wafer sojourn time and the robot wait-
ing time; and

obtaining, by a processor, a schedule based on the buffer

space for buffer module and the lower bound of cycle
time.

2. The method of claim 1, wherein the shortest time for
completing the wafer is calculated by:

0+ 4h 43, €N pand €@
€, denotes a shortest time for completing a wafer for a

cluster tool 1 at step j;
a,; denotes a wafer processing time for a cluster tool i at

step J;
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A, denotes a robot wafer loading and unloading time for a
cluster tool i;
1; denotes a robot moving time for a cluster tool i;
N ;. denotes a total number of cluster tools; and
€ ;7 denotes a total number of steps for a cluster tool i.
3. The method of claim 1, wherein the robot cycle time is
calculated by:
V2201141 hitg 4 ooy €N g

1p, denotes a robot cycle time for a cluster tool 1;

A, denotes a robot wafer loading and unloading time for a
cluster tool i;

1; denotes a robot moving time for a cluster tool i;

ijo"[i] o,;denotes a waiting time in a cycle for a cluster tool
i; and

N . denotes a total number of cluster tools.

4. The method of claim 1, wherein the fundamental period

is determined by:

at_:i(n[i])awil}

7, denotes a fundamental period for a cluster tool 1;
Cos Gits - - + 5 Gyupepy denote shortest times for a cluster tool
i at different steps; and

,; denotes a robot cycle time for a cluster tool 1.

5. The method of claim 1, wherein the maximum value of
the fundamental period 7 is determined by:

M}

T, My, . . . , My denote different fundamental periods for

different cluster tools.

6. A non-transitory computer-readable medium whose
contents cause a computing system to perform a computer
implemented method for scheduling single-arm multi-cluster
tools with optimal buffer space configuration, the method
comprising:

obtaining, by a processor, a wafer processing time, a robot

wafer loading and unloading time, and a robot moving
time;

calculating, by a processor, a shortest time for completing

a wafer based on the wafer processing time, the robot
wafer loading and unloading time, and the robot moving
time;

calculating, by a processor, a robot cycle time based on the

robot wafer loading and unloading time, and the robot
moving time;

determining, by a processor, a fundamental period based

on selecting a maximum value among the shortest time
for completing the wafer and the robot cycling time;
determining, by a processor, a type of cluster tool by:
if the fundamental period is a value of the shortest time
for completing the wafer, the type of cluster tool is
process-bound;
otherwise the type of cluster tool is a transport-bound;
determining, by a processor, the multi-cluster tools to be
process-bound, or transport-bound based on the type of
cluster tool having a maximum value of the fundamental
period;

at=max{To,Cips - - -

A=max{m,,m,, . . .
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determining, by a processor, a lower bound of cycle time
based on the maximum value of the fundamental period;
determining, by a processor, an algorithm for scheduling
and buffer space configuration based on a petri net
model; and
calculating, by a processor, a robot waiting time based on
the algorithm;
calculating, by a processor, a wafer sojourn time based on
the algorithm and the lower bound of cycle time;
determining, by a processor, a buffer space for buffer mod-
ule based on the wafer sojourn time and the robot wait-
ing time; and
obtaining, by a processor, a schedule based on the buffer
space for buffer module and the lower bound of cycle
time.
7. The non-transitory computer-readable medium of claim
6, wherein the shortest time for completing the wafer is cal-
culated by:

ot 4h 43, €N pand €02

€, denotes a shortest time for completing a wafer for a
cluster tool 1 at step j;

a,; denotes a wafer processing time for a cluster tool i at
step j;

A; denotes a robot wafer loading and unloading time for a
cluster tool 1;

1, denotes a robot moving time for a cluster tool 1;

N ; denotes a total number of cluster tools; and

Q. denotes a total number of steps for a cluster tool 1.

8. The non-transitory computer-readable medium of claim

6, wherein the robot cycle time is calculated by:

P2 AT et g ooy i€ N

1, denotes a robot cycle time for a cluster tool 1;

A, denotes a robot wafer loading and unloading time for a
cluster tool 1;

1, denotes a robot moving time for a cluster tool 1;

z jzo"[i] o,; denotes a waiting time in a cycle for a cluster tool
i; and

N . denotes a total number of cluster tools.

9. The non-transitory computer-readable medium of claim

6, wherein the fundamental period is determined by:

at=max{Tio.Cips - - -

LintWiLf
7, denotes a fundamental period for a cluster tool i;
Cio» Gits - -+ » Cyguppy denote shortest times for a cluster tool
i at different steps; and
1,, denotes a robot cycle time for a cluster tool 1.
10. The non-transitory computer-readable medium of
claim 6, wherein the maximum value of the fundamental

period m is determined by:
A=max{m, s, . . . g}

Ty, Ty, - - -, T denote different fundamental periods for
different cluster tools.
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